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Abstract 

Rationale 

Few studies have investigated the collaborative potential between artificial intelligence (AI) 

and pulmonologists for diagnosing pulmonary disease. We hypothesized that the 

collaboration between pulmonologist and AI with explanations (explainable AI, XAI) is superior 

in diagnostic interpretation of pulmonary function tests (PFTs) than a pulmonologist without 

support. 

Materials and methods 

The study was conducted in two phases, a mono-centre (P1) and a multi-centre intervention 

study (P2). Each phase utilized two different sets of 24 PFT reports of patients with a clinically 

validated gold-standard diagnosis.  Each PFT was interpreted without (control) and with XAI’s 

suggestions (intervention).  Pulmonologists provided a differential diagnosis consisting of a 

preferential diagnosis and optionally up to three additional diagnoses. Primary endpoint 

compared accuracy of preferential and additional diagnoses between control and 

intervention. Secondary endpoints were number of diagnoses in differential diagnosis, 

diagnostic confidence and inter-rater agreement. We also analysed how XAI influenced 

pulmonologists’ decisions.  

Results 

In P1 (N=16 pulmonologists), mean preferential and differential diagnostic accuracy 

significantly increased by 10.4% and 9.4%, respectively between control and intervention 

(p<0.001). Improvements were somewhat lower but highly significant (p<0.0001) in P2 (5.4% 

and 8.7% respectively, N=62 pulmonologists). In both phases, the number of diagnoses in 

differential diagnosis did not reduce, but diagnostic confidence and inter-rater agreement 

significantly increased during intervention. Pulmonologists updated their decisions with XAI’s 

feedback and consistently improved their baseline performance if AI provided correct 

predictions.  

Conclusion 

A collaboration between pulmonologist and XAI is better at interpreting PFTs than individual 

pulmonologists reading without XAI support or XAI alone.    



Introduction 

When correctly interpreted, pulmonary function tests (PFTs) are a useful tool to address the 

differential diagnosis of respiratory diseases (1). However, interpretation of PFTs requires expertise 

in combining the understanding of normal values, lung function patterns (obstructive, 

restrictive, mixed and normal) and appearance of flow-volume curves within the patient’s 

medical history, clinical presentation and results of other diagnostic assessments.(2,3)  

Although various algorithms exist to aid the interpretation of PFTs (4,5),  it has been shown 

that neither pulmonologists nor ATS/ERS’s guidelines derived algorithms are sufficiently 

accurate for a correct reading (6,7). 

It could be argued that artificial intelligence (AI) may help in automating the complex 

reasoning that entails the process of interpreting PFTs. Indeed, when all the PFT indices are 

taken together, the data-based AI approach captures subtle characteristics of respiratory 

disorders that are not always identified by the clinician, resulting in a powerful algorithm for 

differential diagnosis [8]. In the past, such AI driven algorithms have been shown to perform 

as well, if not better than pulmonologists alone and might help support pulmonologists to 

interpret lung function [6]. However, most clinical studies often report AI outperforming 

clinicians’ diagnostic performance in head-to-head comparisons [9, 10], giving way to an 

irrational claim that clinicians will soon be replaced by AI-equipped devices. Unlike the narrow 

task-based scope of AI, clinicians carry out a multitude of duties involving diagnostics, 

treatment and management of patients, while also bringing a vital element of empathy to 

healthcare [11]. While clinicians are irreplaceable, there remains a vast potential for AI and 

clinicians to work together in improving routine clinical outcomes [11]. Presently, there exists 

no data on the benefits of a collaboration between AI and a pulmonologist at interpreting 

PFTs. Further, AI algorithms are often regarded as black boxes, i.e. they cannot provide 

explanations on their output [12]. Understanding the rationale behind a prediction is critical 

to gaining trust, especially if a clinician plans an action based on the algorithm’s output. On 

the other hand, it has also been suggested that explanations may help in mitigating 

automation bias, errors that arise from over-reliance on AI systems [13]. Today, several 

methods exist that allow us to produce explanations, rendering AI more transparent, hence 

easier to decipher. This new paradigm of AI is called explainable AI (XAI) [14].  

In this study, we hypothesized that a pulmonologist with the help of XAI’s suggestions would 

be superior at interpreting PFTs to the pulmonologist working alone. Our primary goal was to 



compare the preferential and differential diagnostic accuracy between the pulmonologist's 

view (control) and the pulmonologist's view assisted with suggestions provided by a machine-

learning model (intervention) [6]. We also compared whether the intervention was better 

than the AI’s standalone diagnostic performance. Additionally, we investigated how 

pulmonologists updated their diagnostic choices following the assistance of XAI. 

 

Methods 

Study design 

In this study with a repeated measures design, pulmonologists were requested to interpret 24 

anonymized PFT reports including pre-and/or post-bronchodilator spirometry, lung volumes, 

airway resistance and diffusing capacity (with access to Z-scores and data colour coding 

indicating deviation from normal). Limited clinical information (smoking history and symptom 

presentation) was also provided. Each PFT report was interpreted in two steps: first, a control 

step (a) in which pulmonologists provided their responses after reading the PFT report only, 

then an intervention step (b) in which pulmonologists provided their responses for the same 

report with suggestions of XAI available to them. Thus, each pulmonologist performed 48 

interpretations in one exercise.  

We carried out the study in two phases. The first phase (P1) was a monocentric study in which 

16 out of 25 invited pulmonologists from University Hospital Leuven completed the study. In 

the second phase (P2), 62 out of 88 invited pulmonologists from across European institutions 

completed the study (supplement S1). P2 was initiated only after we observed that primary 

endpoints in P1 were met. The set of 24 PFT reports differed completely between the two 

phases. 

We used an online platform called Gorilla to carry out the study [15]. Participants could 

complete the study at their own pace with no time limits. They began by indicating their 

informed consent, years of clinical experience (< or >5 years), any prior experience with AI-

based clinical decision support system (Yes/No), and their enthusiasm on AI applications in 

general on a 5-point Likert scale (supplement S2).  

Afterwards, participants were guided to complete a tutorial to familiarise themselves with the 

online platform and XAI’s suggestions (supplement S3). During the main tasks, pulmonologists 

provided a differential diagnosis including  a  mandatory preferential diagnosis  and up to three 



additional diagnoses ranked in the order of preference. The diagnostic choices were: 1) 

healthy or normal, 2) asthma (including obstructive or non-obstructive), 3) chronic obstructive 

pulmonary disease (COPD) (including emphysema or chronic bronchitis), 4) interstitial lung 

disease (ILD) (including idiopathic pulmonary fibrosis and non-idiopathic pulmonary fibrosis), 

5) neuromuscular disease (NMD) (including diaphragm paralysis), 6) other obstructive disease 

(OBD) (including cystic fibrosis, bronchiectasis, bronchiolitis), 7) thoracic deformity (TD) 

(including pleural disease, pneumonectomy), and 8) pulmonary vascular disease (PVD) 

(including pulmonary hypertension, vasculitis, chronic thromboembolic pulmonary 

hypertension). 

The pulmonologists also provided an overall confidence of their diagnosis on a 5-point Likert 

scale (1=least confidence, 5=highest confidence). In addition, they indicated their level of 

agreement with XAI’s suggestion on a 5-point Likert scale (1=strongly disagree, 2=disagree, 

3=neutral, 4=agree, 5=strongly agree) in the intervention phases. Supplement S3 shows an 

example of a control and interventional phase for one particular PFT report. 

An ethics committee approval was obtained for P1 (study no S60243) while a separate ethics 

committee approval was obtained for the international multicentre P2 phase (S65162). 

Pulmonary function test cases 

Between November 2017 and August 2018 at UZ Leuven, 1003 subjects performed complete 

lung function testing. All PFTs were performed with standardised equipment by respiratory 

operators (Masterlab, Würzburg, Germany), according to the ATS/ ERS criteria [16]. GLI 

equations were used to calculated reference values for spirometric FEV1, FVC and FEV11/FVC  

[17], while ECCS 93 was used at that time period for diffusion capacity, lung-volumes and 

airway resistance measurements[18]. A single clinician assigned a preliminary diagnosis across 

each of the eight disease categories in 794 subjects by referring electronic health records of 

clinical history, symptoms, PFT reports and additional tests. A high prevalence of COPD (23%), 

ILD (25%), asthma (9%) and normal (30%) subjects characterized the sample. All subjects were 

Caucasians older than 18 years.  From this group, we shortlisted 92 subjects, by randomly 

selecting 15 subjects from each of the most prevalent groups (COPD, asthma, ILD and normal 

lung function), and 8 subjects from each of the least prevalent diseases (NMD, TD, PVD and 

OBD). Two pulmonologists jointly adjudicated the gold standard diagnosis in each of these 

cases using all available clinical data including PFT. If there was disagreement or doubt on the 



diagnosis another case was selected to end-up with a set of 24 PFT cases with a gold standard 

diagnosis, for P1 and P2 separately. In each set, we randomly included four subjects from the 

most prevalent disease and two subjects from the least prevalent diseases. We then slightly 

inflated the sample of incorrectly predicted cases by the AI to study how clinicians would 

respond to incorrect AI’s suggestions. Following an additional review by the pulmonologists, 

three cases in each set that were correctly predicted by the AI were deliberately replaced by 

cases in which the AI did not correctly predict the adjudicated gold standard diagnosis. Thus 

in both sets, the preferential diagnostic accuracy of the AI was set at 62.5% or 15/24 cases,  

which was lower than its reported validation accuracy of 74%) [6].  

Explainable Artificial Intelligence (XAI)  

We used our previously reported machine-learning model that predicts eight respiratory 

disorders (COPD, asthma, ILD, healthy, NMD, TD, PVD and OBD) [6]. Its preferential diagnostic 

accuracy (disease with the highest calculated probability) was reported at 74% during inter-

validation, while similar accuracies (76%-82%) were also observed during testing on external 

cohorts [6].  In this study we also reported explanations on AI’s second diagnostic suggestion 

when its probability was higher than 15%, in addition to explanations for AI’s preferential 

diagnosis. To render the AI model explainable, we used a game-theoretic concept called 

Shapley values (SVs) to estimate the evidence of different PFT indices towards AI’s diagnostic 

suggestions [19]. A positive SV is interpreted as evidence supporting the model’s prediction 

while a negative SV is counter-evidence. The magnitude of SV denotes the strength of the 

contribution. For each diagnostic suggestion, we included a Shapley value plot of the top five 

PFT indices in descending order of magnitude of evidence. We also normalised the SVs by 

dividing them by the highest magnitude. We show an example of a PFT case with XAI’s 

suggestions in figure 1. 

Study endpoints 

Our primary endpoint was to compare pulmonologists’ mean preferential and differential 

diagnostic accuracy between the control and the interventional setting. The mean preferential 

accuracy is calculated as the number of cases in which a pulmonologists’ preferential diagnosis 

matched the gold standard, averaged over the entire cohort. Mean differential accuracy is 

calculated as the number of times in which a pulmonologists’ differential diagnosis 

(preferential diagnosis + additional diagnoses) included the gold standard, averaged over the 



entire cohort. As secondary endpoints, we explored the number of additional diagnoses, 

clinicians’ diagnostic confidence on the overall diagnostic performance as well as their inter-

rater agreement on the preferential diagnosis. We also analysed how pulmonologists updated 

their diagnostic decisions between control and intervention, and further studied if 

pulmonologists followed XAI’s incorrect suggestions indicating automation bias. 

Sample size calculation 

The minimum sample size for pulmonologists was calculated at 11, using two-sided paired t-

test with the assumption that the accuracy of both preferential and differential diagnosis 

improves between control and intervention with a mean of 3 cases out of 24 (12.5%), a 

standard deviation of 3 cases, a significance of 0.05 and power of 0.8. The premise of our 

assumption is that the interventional setting will show a mean improvement in preferential 

and differential diagnostic accuracy of at-least 10% [6].  

Statistical analysis 

We evaluated our quantitative endpoints using paired t-test. Inter-observer agreement in 

preferential diagnostic choice was assessed using Fleiss' Kappa. Continuous variables were 

assumed to be normally distributed with homogenous variance, and Shapiro-Wilk test was 

used to test assumptions of normality. We performed all our analysis on R statistical software 

using a significance level of 0.05. 

  



Results 

Participant demographics 

P1 and P2 saw the participation of 16 and 62 pulmonologists respectively (table, online 

supplement S4). More than 3/4th of the participants in both phases had at least 5 years of 

clinical experience. Over half of P1 participants had prior experience with AI-based decision 

support systems, but that percentage was much lower in P2 (11%). Mean baseline enthusiasm 

in AI on a 5-point Likert scale was high in both groups (3.56 and 3.92 respectively) suggesting 

an overall bias towards accepting AI decisions.  

 

PFT sample characteristics and baseline XAI’s performance 

PFT sample characteristics were similar for P1 and P2 (N=24 each), and shown in Table 1. Both 

samples included four groups each of high prevalence (COPD, asthma, ILD and normal lung 

function) and two diseases each of low prevalence (NMD, TD, PVD and OBD).  

AI’s preferential diagnosis was set to match the gold standard (GS) in 15 out of 24 cases 

(62.5%) in both P1 and P2 samples, while its differential diagnosis (preferential diagnosis + 

second diagnostic suggestion) included the gold standard in 22 (91.7%) of the P1 and 21 

(87.5%) of the P2 cases. A breakdown of AI’s diagnostic performance across different disease 

groups is given (table, online supplement S5).  

Primary endpoints 

In P1, the use of explainable AI improved the mean preferential and differential diagnostic 

accuracy by 10.4% and 9.4% respectively (p<0.001), which was somewhat higher than in P2 

(5.4% and 8.7% respectively, p<0.0001). Thus, primary endpoints were met as mean diagnostic 

accuracies significantly increased between control (pulmonologist) to intervention 

(pulmonologist + XAI) (Table 2, Figure 2A/2B). However, the improvements were smaller than 

anticipated (12.5%) from our sample size estimation.  

When we compared the diagnostic performance between XAI and the intervention setting 

(pulmonologists + XAI) as an exploratory analysis, we also observed a mean improvement of 

13% (p<0.0001) and 3.1% (p=0.01) for preferential and differential diagnostic accuracy in P1 

(N=16), which was similar to P2 (N=62) with a mean improvement of 12.25% and 2.9% 

respectively. Thus, we noted that pulmonologists with the help of XAI’s suggestion not only 



improved their individual performance, but they also significantly outperformed AI’s 

predictive performance in both P1 and P2 (Figure, online supplement S6). 

Secondary endpoints 

We included a number of secondary endpoints in our study (Table 3). In both studies, mean 

Likert scale confidence in diagnosis significantly increased (p<0.01), while number of 

differential diagnostic choices remained unchanged between control and intervention. Fleiss’s 

kappa quantifying inter-clinician agreement in preferential diagnosis also increased. 

Pulmonologists indicated a moderately high level of agreement with suggestions of XAI.         

Demographics based performance 

In P2 (N=62), we further analysed the diagnostic performance of the enhanced setting 

(pulmonologist + XAI) by stratifying on experience. We observed no significant differences in 

interventional diagnostic accuracies between participants with <5 (N=12) and > 5 years (N=50) 

of experience. Similarly, no significant differences were observed when the subjects were 

stratified on their baseline enthusiasm in AI applications (online supplement S7). 

Change in responses 

In both phases, pulmonologists’ diagnostic responses changed between control and 

intervention in almost half of the 24 cases (Table 4). Diagnostic confidence at baseline was 

significantly lower in cases where responses changed as compared to cases in which responses 

remained unchanged. Whenever responses changed, we observed a significant improvement 

(p<0.001) in differential diagnostic accuracy:  In the 55% changed cases of P1, the differential 

diagnosis contained the GS in 78% within the control arm compared to 95% after the 

intervention; in the 48% changed cases in P2, the differential diagnosis included the GS in 73% 

of control arm versus 91% after the intervention. The changed responses always contained at-

least one diagnostic suggestion of XAI.  

Automation bias 

We studied if pulmonologists’ performance reduced between control and intervention 

whenever AI suggested a correct or incorrect preferential diagnosis (9 cases in P1 and P2 

respectively) (online supplement S8). While it was found that preferential diagnostic accuracy 

reduced slightly but significantly in case an incorrect XAI diagnosis was given, we observed 

much larger increases in accuracy when the XAI diagnosis was correct. We also observed that 

pulmonologists placed a significantly higher (p<0.001) level of agreement with XAI’s 



suggestions in cases with correct preferential predictions as opposed to with incorrect 

preferential predictions, indicating little risk for automation bias. 

  



Discussion 

In this study conducted in two separate phases, we observed that pulmonologists when aided 

by XAI significantly improved on their individual preferential and differential diagnostic 

accuracy in interpreting PFTs. Among secondary endpoints, we noted a significant increase in 

diagnostic confidence but no reduction in the number of differential diagnostic choices. Our 

results support the hypothesis that a pulmonologist aided by XAI improves on the 

interpretation of PFTs for differential diagnosis of respiratory diseases when compared to 

individual pulmonologists with no support. Interestingly, we also observed that 

pulmonologists when aided by XAI significantly outperformed XAI itself in preferential and 

differential diagnostic accuracy.  

Most clinical studies involving AI have emphasized the diagnostic superiority of AI using head-

to-head comparisons [10], while few have studied the benefits of a collaborative approach. 

In-fact, our post-hoc head-to-head comparison revealed no clear differences in diagnostic 

accuracy between AI and individual pulmonologists in both P1 and P2. This was expected 

because unlike most studies that typically compare AI with non-experts diluting average 

human performance, our participants were respiratory medicine specialists.  It is likely that 

the use of XAI will be even more beneficial when used by medical practitioners less 

experienced in interpreting PFTs. Although this was not the aim of our study, the use of XAI 

could be expanded to these populations if proven advantageous. Secondly, a lower than 

expected improvement can also be explained by the fact that we purposefully included PFT 

cases in which AI made mistakes to study the effect of incorrect predictions on clinicians’ 

decision making. A random selection of cases based on actual disease prevalence in the real 

word would have seen a higher AI accuracy and pushed up pulmonologist’s performance by a 

larger margin.   

The superiority of the collaborative approach is in-line with several clinical decision support 

systems (CDSSs) that have been reported to improve practitioners’ performance in the past 

[20]. Our study adopted a repeated measures design instead of a placebo-controlled trial, not 

only due to the limited availability of participants. We also wanted to recreate a setting in 

which the pulmonologist arrives at a diagnostic work-up and updates, if needed, based on an 

automated protocol. Although there might be an element of learning effect present through 

the repeated measure design, our results showed that XAI’s suggestions effected a change in 

pulmonologists’ responses in almost of half of the cases. Whenever responses changed, 



pulmonologists were more likely to improve over their baseline performance. An analysis of 

changed responses revealed that the updated diagnosis always contained at-least one 

diagnostic suggestion of XAI.  

Our study also allowed a preliminary investigation into automation bias, a known error that 

arises due to clinicians over relying on CDSS’s output even when it is incorrect [13]. Present 

results showed that pulmonologists preferential diagnostic performance decreased slightly 

whenever AI made incorrect predictions, but increased largely when a correct diagnostic 

suggestion was made. Moreover, agreement with XAI’s suggestions was significantly higher 

(p<0.0001) with correct suggestions as compared to those in which AI made incorrect 

predictions, indicating only limited risk for automation bias. Researchers have suggested that 

explanations, as we provided with the Shapley values, allow the clinician to develop an internal 

picture on how the system operates. It has the potential to mitigate misplaced trust and over-

reliance on CDSS [13, 21]. Nonetheless, a controlled study with and without explanations must 

be conducted to conclusively establish the impact of explanations on automation bias. 

The current study is in line with the novel ATS/ERS standards for lung function interpretation 

stating that PFT are to detect and quantify disturbances of the respiratory system[22]. Based 

on certain patterns, clinicians will use PFT in their diagnostic work-up towards a preferential 

diagnosis and a reduced list of differential diagnoses. As the AI and XAI algorithms provide 

probability estimates for diagnostic disease clusters but no final disease diagnoses, they 

completely support this clinical diagnostic process. A major limitation of our study is that our 

definition of diagnostic superiority as a positive outcome may be construed as narrow in 

scope. In a real life, a diagnostic work-up is achieved through an extensive anamnesis, clinical 

exam and a multitude of tests like FeNO and histamine challenge, blood samples and even CT 

scan, which were not available to the pulmonologists in the current study. Vice versa, future 

AI models may also benefit from this multimodal layers of information to improve on their 

granularity and accuracy. Our study could also have benefitted from a larger sample of PFT 

reports as the current sample over represents disease groups like NMD, TD, OBD and PVD. It 

distorts the actual prevalence of diseases that pulmonologists routinely encounter in clinical 

practice. Due to the limited sample size and the good individual baseline performance of 

clinicians, the improvements in diagnostic accuracy from introducing AI were small and maybe 

clinically not very relevant. The lack of ethnic diversity was also a major limitation that hinders 

extrapolation of current results to the general population. In the future, prospective studies 



using randomised clinical trial settings including less experienced practitioners and using PFTs 

of a more diverse population, with specific endpoints like time to final diagnosis, number of 

diagnostic or redundant tests, total costs for the healthcare system etc. are required to 

establish the real effectiveness of XAI.   

 

To conclude, our study demonstrates that pulmonologists can improve their individual 

diagnostic interpretation of PFTs with the help of AI. Such teamwork between AI and clinicians 

may become commonplace in the future, with the potential to drive healthcare improvements 

particularly in areas where clinical expertise is less available.    

  



Table 1 

Overview of pulmonary function test (PFT) characteristics in monocentric phase 1 (P1) and 

multicentric phase 2 (P2) studies, with 24 PFT reports each. Values are expressed as 

minimum-maximum. 

P1 study  

  Healthy COPD Asthma ILD NMD OBD TD PVD 

N 4 4 4 4 2 2 2 2 

Sex, F/M 3/1 3/1 2/2 3/1 0/2 2/0 0/2 1/1 

Age, years 36 to 62 58 to 72 26 to 48 51 to 84 59 to 59 20 to 49 65 to 67 70 to 82 

PY 0 to 0 30 to 56 0 to 5 0 to 12 10 to 35 0 to 0 0 to 25 0 to 30 

FEV1, Z-score -0.78 to 1.05 -3.08 to -1.14 -4.13 to -0.41 -3.84 to 0.64 -4.41 to -3.25 -4.87 to -3.88 -4.09 to -1.34 -0.33 to 1.19 

FVC, Z-score -0.93 to 0.93 -1.16 to 0.22 -1.61 to -0.41 -4.31 to -1.65 -5.02 to -3.7 -3.59 to -0.95 -4.8 to -1.63 -1.01 to 1.44 

FEV1/FVC, % 77 to 86 54 to 64 49 to 82 83 to 90 77 to 81 43 to 60 79 to 80 72 to 89 

RV, Z-score -1.44 to 0.19 1.21 to 2.28 -0.63 to 2.89 -3.43 to -2.08 -1.64 to -0.61 3.68 to 3.73 -3.39 to -2.27 0.44 to 0.88 

TLC, Z-score -1.49 to 1.3 -0.34 to 1.13 -0.37 to 1.06 -4.12 to -2.01 -3.37 to -3.37 -0.07 to 1.84 -4.78 to -2.92 -0.09 to 0.54 

DLCO, Z-score -0.81 to 0.45 -2.66 to 0.4 -1.12 to -0.38 -3.86 to -1.81 -1.96 to -0.91 -2.45 to -2.25 -3.24 to -2.46 -3.29 to -2.39 

KCO, Z-score -0.97 to 2.24 -1.88 to 0.39 -0.26 to 0.71 -2.24 to 0.95 1.52 to 4.72 -0.22 to 1.31 0.02 to 3.36 -2.3 to -1.79 

 

P2 study  

  Healthy COPD Asthma ILD NMD OBD TD  PVD 

N 4 4 4 4 2 2 2 2 

Sex, F/M 3/1 1/3 0/4 2/2 2/0 0/2 2/0 1/1 

Age, years 27 to 67 48 to 84 21 to 59 35 to 85 31 to 56 30 to 68 54 to 90 50 to 64 

PY 0 to 25 18 to 50 0 to 20 0 to 25 0 to 3 0 to 0 0 to 0 10 to 20 

FEV1, Z-score -0.69 to 0.79 -4.96 to -1.63 -1.02 to 1.38 -4.35 to -0.06 -4.6 to -4.28 -5.35 to -2.17 -3.05 to -2.7 -1.16 to -1.1 

FVC, Z-score -1.21 to 0.7 -4.1 to 0.19 -0.16 to 1.85 -4.39 to -0.18 -4.83 to -4.82 -3.56 to -1.39 -3.03 to -2.92 -1.35 to -0.16 

FEV1/FVC, % 77 to 92 49 to 60 69 to 73 77 to 87 81 to 81 42 to 61 74 to 80 67 to 82 

RV, Z-score -1.08 to 0.72 -1.14 to 4.56 -0.53 to 3.43 -1.84 to 2.53 -1.11 to -1.04 1.77 to 4.64 -2.07 to -0.97 -0.55 to 0.48 

TLC, Z-score -0.06 to 0.01 -2.7 to 2.05 -0.32 to 2.81 -3.63 to -1.39 -2.74 to -2.40 -0.77 to -0.41 -3.42 to -3.19 -1.04 to 0.16 

DLCO, Z-score -1.28 to -0.32 -3.73 to -0.63 -0.62 to 0.76 -5.2 to -2.32 -4.95 to -4.27 -1.69 to 1.15 -2.28 to -2.07 -2.19 to -1.99 

KCO, Z-score -0.78 to 0.23 -0.44 to 0.39 -0.44 to 0.58 -1.79 to -0.63 -1.17 to 2.27 0.41 to 1.4 0.89 to 1.15 -1.47 to -0.61 

 

Abbreviations: PY = pack-years; FEV1 = forced expiratory volume in one second; F = Female; 

FVC = forced vital capacity; DLCO = diffusing capacity for carbon monoxide; KCO = transfer 

coefficient for carbon monoxide; M= Male; TLC = total lung capacity; NMD = neuromuscular 

disease; ILD = interstitial lung diseases; PVD = pulmonary vascular diseases; OBD = other 

obstructive diseases; TD = Thoracic deformity/ Pleural diseases; COPD = chronic obstructive 

pulmonary disease. 

  



Table 2  

Primary endpoints in monocentric phase 1 (P1) and multicentric phase 2 (P2) studies. Values 

are mean (standard deviation) unless stated otherwise. Differential diagnosis includes 

preferential diagnosis and up to three additional diagnoses.  

P1 study (16 pulmonologists) 

  
XAI 

alone 
Control  

(pulmonologist) 

 
Intervention  

(pulmonologist  
+ XAI) 

Mean  
improvement: 
intervention 
on control 

Mean 
improvement: 
intervention 
on XAI alone 

Preferential 
diagnosis= GS 

62.5% 65.1%  (8.2%) 75.5% (9.3%) 
10.4% 

 (p<0.001) 
13% 

(p<0.0001) 

 Differential 
diagnosis  

includes GS 
91.7% 85.4% (10.5%) 94.8% (5.8%) 

9.4% 
(p<0.0001) 

3.1% 
(p<0.05) 

P2 study (62 pulmonologists) 

  

XAI 
alone 

Control  
(pulmonologist) 

 
Intervention  

(pulmonologist  
+ XAI) 

Mean  
improvement: 
intervention 
on control 

Mean 
improvement: 
intervention 
on XAI alone 

Preferential 
diagnosis= GS 

62.5% 69.3% (9.1%) 74.6% (7.6%) 
5.4% 

(p<0.0001) 
12.1% 

(p<0.0001) 
 Differential 

diagnosis 
 includes GS 

 
87.6% 81.7% (11.2%) 90.4% (8.8%) 

8.7% 
(p <0.0001) 

2.9% 
(p<0.05) 

Abbreviations: GS= Gold standard 

  



Table 3  

Secondary endpoints in monocentric phase 1 (P1) and multicentric phase 2 (P2) studies. 

Values are mean (standard deviation) unless stated otherwise. 

  P1 study (16 pulmonologists) 

 Control  
(pulmonologist) 

Intervention  
(pulmonologist + XAI) 

p 

No of additional diagnoses in the 
differential diagnosis 

1.86 (0.32) 1.8 (0.33) 0.197 

Diagnostic confidence on Likert 
Scale 

(1=least confidence, 5=Most 
confidence) 

3.71 (0.5) 3.98 (0.42) <0.01 

Agreement with XAI on Likert Scale 
(1=strongly disagree, 2=disagree, 

3=neutral, 4=agree, 5=strongly 
agree) 

 3.76 (0.3) NC 

Inter-rate agreement  
on preferential diagnosis (Fleiss's 

Kappa) 
0.52 0.64 NC 

  
P2 study (62 pulmonologists)  

 
Control  

(pulmonologist) 
Intervention  

(pulmonologist + XAI) 
p 

No of additional diagnoses in 
differential diagnosis 

1.67 (0.35) 1.64 (0.32) 0.22 

Diagnostic confidence on Likert 
Scale 

(1=least confidence, 5=Most 
confidence) 

3.93 (0.34) 4.03 (0.34) <0.0001 

Agreement with XAI on Likert Scale 
(1=strongly disagree, 2=disagree, 

3=neutral, 4=agree, 5=strongly 
agree) 

 3.49 (0.36) NC 

Inter-rate agreement  
on preferential diagnosis (Fleiss's 

Kappa) 
0.53 0.63 NC 

Abbreviations: NC= Not calculated 

 

 

 

 

 

 



Table 4 

Change (percentage of cases) in diagnostic responses between control and intervention in 

phase P1 study with 16 pulmonologists and in phase P2 with 62 pulmonologists. Baseline 

confidence is the overall diagnostic confidence on a 5-point Likert Scale indicated by 

pulmonologists during control. Values are mean (+- standard deviation) unless stated 

otherwise.  T-test comparison between baseline Likert scales is given with p value. 

 P1 study (16 pulmonologists) 

 Percentage of cases Baseline confidence 

Differential diagnosis unchanged 45% (16.3%) 3.87 (0.54) 

Differential diagnosis changed 55% (16.3%) 3.56 (0.48) 

Preferential diagnosis 
changed  

27.1% (10%) p<0.01 

Additional diagnoses 
changed 

27.9% (11.5%) 

 

 P2 study (62 pulmonologists) 

 Percentage of cases Baseline confidence 

Differential diagnosis unchanged 51.7% (15.8%) 4.09 (0.36) 

Differential diagnosis changed 48.5% (15.8%) 3.76 (0.39) 

Preferential diagnosis 
changed  

18% (14.2%) p< 0.01 

Additional diagnoses 
changed 

30.4% (13.9%) 

 

  



 

Figure legends 

1.1 Figure 1 

Figure showing (a) a sample pulmonary function test (PFT) report, and (b) AI’s diagnostic 

suggestions with Shapley value (SV) evidence. GS diagnosis was COPD based on emphysema 

on CT scan and passive smoke exposure during childhood (normal alpha-1 levels). In this case, 

AI makes two diagnostic suggestions (COPD and OBD), since the probability of the second 

disease (OBD) is greater than 15%. Additionally, we show a normalised SV plot of the top 5 

PFT indices that contributed towards the prediction of COPD and OBD respectively. A positive 

SV (in green) is supporting evidence while a negative SV (in red) is counter evidence.  

Abbreviations: NMD = neuromuscular disease; ILD = interstitial lung diseases; PVD = 

pulmonary vascular diseases; OBD = other obstructive diseases; TD = Thoracic deformity/ 

Pleural diseases; COPD = chronic obstructive pulmonary disease. 

 

1.2 Figure 2 

Percentual change of preferential (figure on the left) and differential diagnostic performance 

between control (individual pulmonologists) and intervention (pulmonologists and 

explainable AI (XAI)) in (a) phase P1 study with 16 pulmonologists, and (b) phase P2 with 62 

pulmonologists.  

Abbreviations: GS: Gold standard ; ***= p<0.001 ; ****=p<0.0001 
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Explainable artificial intelligence supports pulmonologists in the accurate interpretation of 
pulmonary function tests. 
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Supplement table S1
Table showing centre wise participation 

P1 (N=16) 
Centre N 

UZ Leuven 16 
P2 (N=62) 

Centre N 
AZ Sint-Jan Brugge-Oostende 4 
CHU Charleroi 2 
Cochin Hospital Paris 4 
Hospital Clinic de Barcelona 2 
Imperial College London 4 
LungenClinic Grosshansdorf 4 
Maastricht UMC 2 
National Pirogov Memorial Medical 
University 6 

Nottingham University Hospitals NHS 4 
Royal Brompton Hospital 5 
University of Ferrara Italy 2 
University of Leicester 5 
UZ Brussels 2 
UZ Gent 16 



Informed Consent
Title of the study:

Diagnosing respiratory diseases with artificial intelligence

Research organisation - Sponsor:
KU Leuven, Belgium

Medical Ethics Committee:
University Hospital Leuven, Belgium

Local investigators:

Dr. Nilakash Das

Post-doc scientist

Laboratory of respiratory diseases and thoracic surgery

KU Leuven, Belgium

neel.das@kuleuven.be

Sofie Happaerts

Clinical resident

Faculty of medicine

KU Leuven, Belgium

University Hospital Leuven

sofie.happaerts@uzleuven.be

Prof. Dr. Wim Janssens

Principal investigator

Laboratory of respiratory diseases and thoracic surgery

KU Leuven, Belgium

University Hospital Leuven

wim.janssens@uzleuven.be

I Information vital to your decision to take part
Introduction
You are invited to participate in a study on how artificial intelligence (AI) and clinicians can collaborate on diagnosing
respiratory diseases. In order to help you decide whether or not to take part in this study, please take the time to
review the following information for participants so that you can make an informed decision. This is called "informed
consent".

We ask you to read the following information carefully. If you have any questions, please contact the researcher.

This page consists of essential information that you need to make your decision, and an option to provide your
consent digitally.

This page consists of essential information that you need to make your decision, and an option to provide your
consent digitally.

If you are participating in this study, you should know that:
1. This study was drawn up after evaluation by the Ethical Committee (EC) Research UZ/KU Leuven.
2. Your participation is voluntary; there can be no question of coercion. Your signed consent is required for

participation. Even after you have signed, you can let the researcher know that you want to stop your
participation without giving any reason.

3. The information collected within the framework of your participation is confidential. Your anonymity is
guaranteed when the results are published.

4. If you would like additional information, you can always contact the researchers. 



Objectives and conduct of the study
In this retrospective study, we want to assess how AI and clinicians can collaborate together in diagnosing
respiratory diseases using pulmonary function tests (PFT) reports. We invite you to participate in this study
because you are an expert in the field of the respiratory medicine and experienced in interpreting pulmonary
function test reports.

Specifically, we will request you to perform a series of 24 PFT report interpretations in two parts, first without
the aid of AI and then with the aid of AI. We will record your responses like your preferred diagnoses, and your
confidence in diagnosis on a likert scale. Filling out these responses will take around 2-3 minutes of your time for
each interpretation. However, there is no time limitation and you can provide all your responses within a week or
two.

Description of the risks and benefits
Your participation in this study does not present any risk to subjects. The subjects will be anonymized and your
responses will not be used to interfere with their current clinical strategy.

Your participation will be beneficial in understanding the interaction between AI and clinicians.

Privacy and security
Your responses will be anonymized and downloaded on a KU Leuven hard-drive prior to data analysis. Afterwards,
they will be deleted from the servers of the online platform. Aggregated data reports will be provided per
participating center.

Publication policy
You will be invited to contribute as co-authors to the manuscript that is written as outcome of this research project in
accordance with ICMJE guidelines.

Withdrawal of your consent
It is up to you to decide whether you want to take part in the study. Participation is voluntary. If you decide not to
participate, you do not need to do anything else. You do not have to sign anything. You also do not have to say why
you do not want to participate.

If you do participate, you can always change your mind and still stop, even during the study. You do not have to give
a reason for this.

No new data will be collected and that if consent to participate in the study is withdrawn, the coded data already
collected before withdrawal will be retained.

If you wish to participate in this study
We would like to request you to cooperate fully to ensure the proper conduct of the study.

Contact
If you require additional information or have any concerns, or if you encounter any problems, you can contact Dr.
Nilakash Das (neel.das@kuleuven.be, +32 484576481) or Prof.Dr.Wim Janssens, (wim.janssens@kuleuven.be, +32
16377265).

II Informed consent





Investigator
I, Wim Janssens, the principal investigator of this study, confirm that no pressure was applied to persuade the
participants to agree to take part in the study and that I am willing to answer any additional questions if required.

I confirm that I operate in accordance with the ethical principles set out in the latest version of the “Helsinki
Declaration”, the “Good Clinical Practices” and the Belgian Law of 7 May 2004 related to experiments on humans.

III Supplementary information
Supplementary information on the organization of the study
The study involves retrospective evaluation of PFT cases using an online platform

Supplementary information on the risks associated with
participation in the study
Not applicable

Supplementary information on the protection and rights of the
participant in a clinical study
Ethics Committee

This study has been reviewed by an independent Ethics Committee, namely the Ethics Committee of UZ Leuven. It is
the task of the Ethics Committees to protect people who take part in a clinical trial. They make sure that your rights
as a patient and as a participant in a clinical study are respected, that based on current knowledge, the study is
scientifically relevant and ethical.

You should not under any circumstances take the favorable opinion of the Ethics Committee as an incentive to take
part in this study.

Voluntary participation

Before signing, do not hesitate to ask any questions you feel are appropriate. Take the time to discuss matters with a
trusted person if you so wish.

Your participation in the study is voluntary and must remain free of any coercion: this means that you have the right
not to take part in the study or to withdraw without giving a reason, even if you previously agreed to take part. Your
decision will not affect your relationship with the investigator or the quality of your future therapeutic care.

If you agree to take part in this study, you will sign the informed consent form. The investigator will also sign this
form to confirm that he/she has provided you with the necessary information about the study. You will receive a
copy of the form.

I declare that I have been informed of the nature of the study, its purpose, its duration, the possible side effects
and what is expected of me. I have taken note of the information document and the appendices to this document.

I have had the opportunity to ask any questions that came to mind and have obtained a favorable response to my
questions. 


I understand that data about me will be collected throughout my participation in this study and that the
investigator and the sponsor of the study will guarantee the confidentiality of these data in accordance with
applicable European and Belgian legislation. I understand that the performance of this study by UZ Leuven serves
the general interest and that the processing of my personal data is necessary for the performance of this study.


I have received a copy of the information to the participant and the informed consent form.





Costs associated with your participation

You will not receive any compensation for your participation in this study. Furthermore, the study will not involve any
additional costs for you.

Guarantee of confidentiality

Your participation in the study means that you agree to the investigator collecting data about you and to the study
sponsor using these data for research purposes and in connection with scientific and medical publications.

The processing of your personal data is necessary to achieve the scientific research purposes as set out herein. The
conduct of scientific research is one of the core missions of UZ Leuven as defined by law. As a university hospital,
part of KU Leuven, UZ Leuven is indeed required to support research and education in the public interest. We would
therefore like to inform you that the necessity of the processing for the conduct of scientific research as a task of
public interest constitutes the lawful basis on which we process your information in the context of the study in which
you are participating. UZ Leuven is also subject to specific legal requirements which require the processing of your
personal in the context of safety reporting (such as for example the notification of adverse events to the regulatory
authorities).

Your data will be processed in accordance with the European General Data Protection Regulation (GDPR) and Belgian
framework law. The sponsor UZ Leuven is responsible for the data collection with Data protection officer (DPO)
contact: DPO - UZ Leuven, Herestraat 49, 3000 Leuven, Belgium e-mail: dpo@uzleuven.be. Data will be kept secured
for a minimal period of 20 years.

You are entitled to ask the investigator what data are being collected about you and what is their use in connection
with the study. This data concerns your current clinical situation but also some of your background, the results of
examinations carried out within the context of care of your health in accordance with current standards. You have
the right to inspect these data and correct them if they are incorrect.

The investigator has a duty of confidentiality vis-à-vis the data collected.
This means that he/she undertakes not only
never to reveal your name in the context of a publication or conference but also that he/she will encode your data
before sending them to the manager of the database of collected data (Laboratory of respiratory diseases and
thoracic surgey, CHROMETA department, KU Leuven).

The investigator and his team will therefore be the only ones to be able to establish a link between the data
transmitted throughout the study and your medical records.

The personal data transmitted will not contain any combination of elements that might despite everything allow you
to be identified.

For the study data manager designated by the sponsor, the data transmitted will not allow you to be identified. The
latter is responsible for collecting the data gathered by all investigators taking part in the study, processing them and
protecting them in accordance with the requirements of the Belgian law on the protection of privacy.

These (encoded) data will be able to be sent to Belgian or other regulatory authorities, to the relevant ethics
committees, to other doctors and/or to organisations working in collaboration with the sponsor.

The sponsor will use the data collected within the context of the study in which you are taking part, but would also
like to be able to use them in connection with other research concerning the same disease as yours and its
treatment. Any use of your data outside the context described in this document is only possible with the approval of
the ethics committee.

If you withdraw your consent to take part in the study, to guarantee the validity of the research, the data encoded up
to the point at which you withdraw will be retained. No new data may be sent to the sponsor.

If you have any questions relating to how your data are being processed, you may contact the investigator. The data
protection officer in your hospital can be contacted as well: DPO - UZ Leuven, Herestraat 49, 3000 Leuven, e-mail
dpo@uzleuven.be.

Finally, if you have a complaint concerning the processing of your data, you can contact the Belgian supervisory
authority who ensures that privacy is respected when personal data are processed.

The Belgian supervisory authority is called:

Data Protection Authority (DPA)

Drukpersstraat 35,






1000 Brussels, Belgium

Tel. +32 2 274 48 00

Email: contact@apd-gba.be

Website: https://www.dataprotectionauthority.be

Next





About you
Please answer the following questions about you

Your years of experience as a physician

Please Select...

Have you worked with AI-based decision support systems before?

 Yes
 No


On a scale from 1 (least) to 5 (most), are you enthusiastic about AI for clinical outcomes in general?

Next

1 2 3 4 5



javascript:;
javascript:;
javascript:;
javascript:;
javascript:;


Supplement S3: Tutorial task for the participants

Tutorial task 1a

Instruction The following is a PFT report with clinical characteristics, �ow-volume and volume-time 
curves from spirometry, resistance curves from body-plethysmography, volume-time and CO 
concentration-time curves from di�usion capacity test.

Please scroll down to view the entire PFT report. At the end, we will ask your responses.

To improve visibility, press Ctrl and scroll to zoom in or out.





Your preferred diagnosis?

Please Select...

Second diagnosis? (Optional)

None

Third diagnosis? (Optional)

None

Fourth diagnosis? (Optional)

None 



Your overall con�dence in diagnosis from 1(least) to 5 (most)?

Any comments? (Optional)

Instruction Please click Next to proceed to tutorial task 1b

Back Next

1 2 3 4 5


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Tutorial task 1b

Instruction The same PFT report from the task a is displayed here, but now the suggestions of AI are
included at the end of the report.

Please scroll down to view the PFT report and AI's suggestions





Interpretation by AI





Instruction Key points to note

1. AI's disease suggestions are based on a descending order of predicted probabilities (bar plot) , and
the suggestions are limited to two diseases.

2. The evidence plots show the relative evidence of the top 5 PFT report parameters towards AI's
suggestions. The parameter with the highest evidence has a magnitude of 1.

3. Evidence can be positive implying supporting evidence, or negative implying counter-evidence

Abbreviations 
COPD: Chronic obstructive pulmonary disease
OBD: Other obstructive disease
ILD: Interstitial lung disease
NMD: Neuromuscular disease
PVD: Pulmonary vascular disease
TD: Thoracic deformity

Your preferred diagnosis?

Please Select...

Second diagnosis? (Optional)

None

Third diagnosis? (Optional)

None

Fourth diagnosis? (Optional)

None




Your overall con�dence in your diagnosis from 1(least) to 5 (most)?

Do you agree with the suggestions and the evidence provided by AI?

Any comments? (Optional)

Instruction Please click Next to conclude the tutorial

Back  Next

1 2 3 4 5

Strongly
disagree

Disagree Neutral Agree Strongly agree


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Supplement Table S4

Participant demographics in phase P1 and P2 studies 

P1 P2 
N 16 62 

Enrolment Monocentric Multicentric 
Years of experience > 5 years 75% 81% 

Past experience with AI 56% 11% 
Mean baseline enthusiasm in AI on 

Likert Scale 
(1-least, 5-most)* 3.56 (0.96) 3.92 (0.93) 



Supplement Table S5

Preferential and differential diagnostic performance of the explainable artificial intelligence 

(XAI) model across different disease cohorts.  

P1 study 
Overall Healthy COPD Asthma ILD NMD OBD TD PVD 

N 24 4 4 4 4 2 2 2 2 
Preferential 

diagnosis (disease 
with maximum 

probability)  
= GS 

15 2 4 2 4 2 1 0 0 

Differential 
diagnosis  

(preferential + 
second suggestion 

if probability > 
15%)  

includes GS 

22 4 4 4 4 2 2 1 1 

P2 study 
Overall Healthy COPD Asthma ILD NMD OBD TD PVD 

N 24 4 4 4 4 2 2 2 2 
Preferential 

diagnosis (disease 
with maximum 

probability)  
= GS 

15 2 3 3 4 2 1 0 0 

Differential 
diagnosis  

(preferential + 
second suggestion 

if probability > 
15%)  

includes GS 

21 4 4 4 4 2 1 1 1 

Abbreviations: GS= Gold standard; NMD = neuromuscular disease; ILD = interstitial lung 

diseases; PVD = pulmonary vascular diseases; OBD = other obstructive diseases; TD = Thoracic 

deformity/ Pleural diseases; COPD = chronic obstructive pulmonary disease 





Supplement S7 
Table : Interventional diagnostic performance stratified on years of experience and 
baseline enthusiasm in AI applications in P2 study (N=62 pulmonologists) 

Diagnostic performance based on years of experience 
(pulmonologist + XAI, N = 62) 

< 5 years (N=12) > 5 years (N=50) p 
Preferential diagnosis= GS 18.42 (1.93) 17.82 (1.79) 0.34 

Differential diagnosis includes GS 22 (1.81) 21.62 (2.18) 0.54 

Diagnostic performance based on baseline enthusiasm in AI applications measured on Likert Scale 
(LS) 

(pulmonologist + XAI, N=62) 

LS > 3  (N=42) LS <= 3  (N=20) p 
Preferential diagnosis= GS 17.69 (1.83) 18.45 (1.73) 0.12 

Differential diagnosis includes GS 21.23 (2.31) 22.65 (1.14) 0.06 



Supplement S8
Table showing how pulmonologists’ diagnostic performance whenever XAI’s preferential 

diagnosis was incorrect. 

P1 study (16 pulmonologists) 

XAI's preferential diagnosis was 
incorrect (N=9) 

XAI's preferential diagnosis was 
correct (N=15) 

Control  
(pulmonologi

st) 

Intervention 
(pulmonolog

ist + XAI) 
p 

Control  
(pulmonologist) 

Intervention 
(pulmonolog

ist + XAI) 
p 

Preferential 
diagnosis= GS 5.94 (1.44) 5.5 (1.55) 0.032 9.69 (1.08) 12.62 (1.89) 

<0.0
001 

Mean level of 
agreement 
with XAI on 
Likert scale 3.47 (0.43) 4.07 (0.13) (p<0.0001) 

P2 study (62 pulmonologists) 

XAI's preferential diagnosis was 
incorrect (N=9) 

XAI's preferential diagnosis was 
correct (N=15) 

Control  
(pulmonologi

st) 

Intervention 
(pulmonolog

ist + XAI) p 
Control  

(pulmonologist) 

Intervention 
(pulmonolog

ist + XAI) p 

Preferential 
diagnosis= GS 6.45 (1.29) 5.47 (1.64) 

<0.00
01 10.19 (1.49) 12.47 (1.26) 

<0.0
001 

Mean level of 
agreement 
with XAI on 
Likert Scale 2.95 (0.52) 3.75 (0.06) (p<0.00001) 

Abbreviations: GS= Gold standard; XAI: Explainable AI 
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